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The use of plastics is viewed as a necessity of human life in the modern age. Plastics are present in almost every aspect of the modern
age and more than 380 million tons (The Facts, 2022) of plastic are produced and consumed globally every year. In the last few decades,
plastic production has outplaced plastic recycling significantly and most of the plastics end up in the environment rather than landfills.
Since almost all plastics are non-biodegradable, they remain in the environment whether that be in the ocean, or scattered around land,
or even dispersed into the air. For example, under certain conditions large plastics turn into minuscule forms called microplastics (Mi-
croplastics, 2021), which are so light that they can flow along fluids and into the respiratory systems of animals, severely affecting any
who inhale them. Plastic pollution is all around the biosphere, and it is one of the most prominent types of pollution there is.

One thing that the global community needs to do is limit the pro-
duction of new plastics while still meeting the demand. Recycling
waste plastics offers a viable solution to plastic pollution. However,
the plastic recycling process is complex and inefficient. One of the
major bottlenecks in the recycling process is the inefficient sorting
and segregation of waste plastics. The lack of technological ad-
vancement in the sorting of waste plastics batch results in consider-
able contamination of the batch which often becomes unappealing
to recycling industries. There are thousands of different varieties of
plastic available courtesy to different types of resin and combina-
tion of various additives to the basic resin. The fluctuating material
quality and lack of infrastructure and recycling mechanism makes
the recycling process sloppy. Currently, the rate of recycling is lim-
ited to less than 10% (Plastic waste and pollution reduction, 2022)
of the plastic produced.

PURPOSE
To make waste plastics from postconsumer recyclable, it is neces-
sary to sort waste not only into fractions such as metal, paper, or
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glass but also into various type of plastics. It is also important to
distinguish and sort to various plastics material by their types.
To facilitate the recycling, worldwide labelling of seven types of
plastics based on resin identification code (RIC) was introduced.
But after postconsumer, the waste plastics come in a mixed batch
which often become challenging to sort by manual methods. The
current sorting method is heavily dependent on manual sorting
which often leads to significant errors and poses major limitation
of extensive sorting. One option is the use of computer image
recognition techniques in combination with artificial intelligence.
The project seeks to improve the sorting efficiency of a primary
base facility like city’s Bottle Depot where most of the recyclable
household plastics are segregated manually into limited catego-
ries. The method can then be extended to other downstream recy-
cling facilities to achieve greater quality of final recycle plastic by
avoiding contamination.

HYPOTHESIS

ML and IP technology may dramatically improve waste plastics
sorting accuracy, eliminate contamination issues, increase sort-
ing speed and moreover, the recycling facilities can accomplish
extensive sorting. Overall, this would increase the waste plastics
recycling rate.

PROCEDURE AND METHODOLOGY
Image Processing and Machine Learning

Artificial intelligence (Al) technique known as “deep learn-
ing” enables machines to mimic human learning (Burns, Bush,
2021). When identifying different materials, humans draw con-
nections between what they have previously seen and what they
are currently viewing. Similar tasks are taught to machines, but
considerably quicker. It picks up data from tens of thousands of
recorded photos of particular material categories that need to be
divided throughout the sorting process. Deep learning uses simu-
lation to learn complicated tasks by simulating the action of many
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layers of neurons in the human brain. In this manner, the system
learns how to link the synthetic neurons during machine learning
to categorise things.

Image Processing is a technique for applying operations on
an image to extract relevant information from it. It is a form of
signal processing where a picture serves as the input and either
the image or its traits/features serve as the output. The three main
steps towards image processing are:

- Importing Image
- Analyzing and manipulating the image
- Output based on image analysis

This program was made in Google Colaboratory, a free plat-
form where one can execute Python without any required con-
figurations. This study uses a deep learning algorithm to train
images to recognize plastics and the model follows the following
sequence (Figure 3).

DATA COLLECTION

It was imperative to find a dataset of images that contained a
broad range of the different types of materials present in those
batches. An open-sourced dataset (ARKADIY SEREZHKIN,
2020) which contained a set of 5000 images, categorized into
four different categories: milk cartons, aluminum cans, glass bot-
tles and plastic bottles was used to build the model.

DATA PROCESSING
After obtaining the dataset, the next step is creating variables and
directories for the algorithm to use. The images in the dataset

were then assigned to two different directories that were created.
One directory was called: ‘training_data’, which is the images to
be used to train the model. All 5000 images of the dataset were
assigned to this directory. Another directory called: ‘validation
data’ was created. This directory includes 20% of the images from
the original dataset at random. This is used to broadly test the
model’s accuracy and see if the model is functioning after train-
ing. Since the model cannot comprehend images at a different pix-
el size, all the images in both directories were resized to be 64x64
pixel images. This was done using a single resizing command.

MACHINE LEARNING

After assigning all the variables and directories, the next step is to
build the model. This model is a custom built Convolutional Neu-
ral Network (CNN) based model, which is a mathematical model
of an artificial neural network. The structure of neurons is creat-
ed similarly to the structure of the mammalian visual cortex. The
local pixel arrangement determines the shape of the object. CNN
first recognizes smaller local patterns in the image and then com-
bines them into more complicated shapes. Convolutional Neural
Networks may be an adequate solution to the problem of sorting
waste because they are very effective in recognizing objects in the
image. In this model, there are 2 convolutional layers, 2 pooling
layers, and a fully connected layer. The neural network has 4 lay-
ers, the first compromising of 500 neurons, then 250 neurons, 100
neurons, and the last layer having only 4 neurons. Both convo-
lutional layers use Conv2D which is a tool in CNN that contains
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most of the computation in the neural network. This part of CNN
deciphers the image and converts the image to basic numbers that
a computer can understand. The Pooling layer uses MaxPooling
which is a tool in CNN that resizes, recolors, and shortens the im-
age to a 1-line array so the computer can identify and recognize the
image. The final layer is the fully connected layer, which is a full
neural network that connects the pooling layers with the convolu-
tional layers. Since there are 2 pooling layers and 2 convolutional
layers, the neural network has 4 layers, each composed of a differ-
ent number of neurons mentioned above.

ACTIVATION KEYS

Another feature present in the model were the activation functions.
Activation functions control and regulate the output of all the neu-
rons in a ML program. What is meant by this is that the activation
functions control the inputs and outputs for all the nodes present
for a model. In figure 4, the image below the ‘Fully Connected’
Label is a classic neural network, comprised of little circles, which
are the nodes, and lines connecting a circle to every other circle.
There are 3 layers to this neural network, and a line connecting one
node to all the other nodes in the next layer as shown in the figure.
These nodes essentially transmit information from one layer to an-
other, and an activation function is regulating the information a
node receives and sends. For each layer of the model, the activation
key ‘ReLu’ was used. For the last layer of the model however, the
activation key used was softmax. ReLu is common within layers of
the neural network as it regulates the information, which is passed
from each node accordingly, and does not let it fall below a certain
level, and softmax is used for multiclass issues. Because a comput-
er based neural network can’t read images like human brains can,
computers analyze images as numbers as mentioned in the previ-
ous paragraph. What each of the neurons do, is take a percentage of
that number which is inputted into it and output that new percent.
What these activation keys do is allow that data to be sent to other
neurons. Now if a neuron miscalculates and has a value which it
is not supposed to have, then the activation key will prevent that
neuron from messing up the entire neural network, acting like a
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safeguard for the neural network. What softmax is essentially do-
ing is regulating the final layer of the neural network, as it is split
up into several different neurons, with all varying percentages as
shown in the last layer of the neural network in Figure 4.

COMPILATION

Compilation is the final step towards tweaking the model before
it is ready to be trained. The model compilation consists of three
sections: loss, metrics, and optimizer. The loss was measured in
‘categorical crossentropy’, a loss function used to compute the
loss between the labels and predictions. This is just to calculate
the number of times the model incorrectly labeled a picture and
show it as a percentage after training. The accuracy of the model
was also measured after training and was shown as a percentage.
Finally, the optimizer ‘adam’ was used to optimize the inputs that
the neurons had in the neural network and optimize the accuracy
of the model as much as it could.

TRAINING PROCESS

The last part of the model development is to train the model. The
model ran through 50 epochs of the ‘training_data’ directory, and

MODEL ACCURACY
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Fig 5: Model Accuracy per Epoch
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each epoch took about 50 seconds to complete. An epoch is how
many times the model goes through all the images in the dataset.
The total time of training was about one hour, which can be im-
proved easily with better computer hardware. It is important to
note that this is not the prediction time, but the time taken to fully
train the model.

MODEL DEMONSTRATION AND RESULTS

To be fully certain that the model was accurate and functioning
correctly, the predictions were tested with real picture of waste
plastics. The other purpose of this demonstration was to evaluate
the model accuracy, as well as the speed of detection.

The model’s accuracy is defined as how much of the dataset it
can correctly memorize and categorize. The model’s accuracy
was calculated to be 98%, which means that out of all the pho-
tos in the dataset, the model can successfully identify 98% of
them. It’s vital to remember that the model accuracy does not
correspond to the real accuracy of image prediction. The photos
in the utilised open-sourced dataset (5) were of poor quality and
had unsuitable backgrounds. The model has a very difficult time
identifying patterns and other things in photos. If this technique

were to be used by a company, a better, more reliable, and larger
dataset containing distinct images would be required (preferably
with a black background). The following graphs show how well
my model predicts images from the data every epoch.

TRAINING AND VALIDATION

The research consisted in training the prepared networks and de-
termining the classification accuracy using different divisions of
the input data into training and validation data. Meaning that this
model was run multiple times with different ratios of validation
and training data (first test contained 90% training data, and 10%
validation data, second test contained 80% training data, and 20%
validation data, etc).

The network learning process was conducted with sets of
data described above. The training also consisted of various siz-
es of images, till the perfect resolution was found. The factors
that were taken into account for each resolution type were how
accurately the model performed and how long the model took to
train. Images were first resized to 4x4 pixel images, then 16x16,
then 32x32, 64x64, 128x128 all the way up to 512x512. Another
thing that was altered was how many epochs were used to train
the model. An epoch is however many times the model iterates
through all the images we provide it.

Analyzing the results of experiments in the case of our 4-lay-
er network and images 64x64, 100 epochs are enough to obtain a
tolerable level. Further training, also with a lower learning rate,
does not give significant effects of accuracy. Achieved accuracy
of 98% after 100 epochs is a good result. The results of the ex-
periments showed that 80% training data and 20% validation data
were the most accurate out of all the different permutations. For
the image resolution, the experiments showed that as the resolu-
tion was increased so did the model accuracy, however, the time
it took to train the model significantly increased as well, so it was
deemed inefficient. 64x64 images were the optimal choice with
good model accuracy and low training times. 100 epochs were the
perfect number of epochs the model needed, and any more or any
less resulted in a decrease in accuracy.

A variety of unique waste plastic photos were fed into the
algorithm and the predictions were recorded to show the model.
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The likelihood that the model will properly identify an image input
serves as the basis for determining the image prediction accura-
cy. This ended up being 95% correct on average, meaning that the
model was able to accurately predict 95% of the custom photos
that were used to test it, including low-quality photographs. The
outcomes of the model predictions for a few photographs that were
examined are shown in the following table (Figure 6).

The speed of the model (Figure 7) is defined as the time taken
by the model to predict the image and categorize it into a certain
type. The speed is dependent on complexities within the picture
like the background or image quality. One way to increase the
speed is to lower the image resolution of the images the model was
trained with however this results in a loss of accuracy.

DISCUSSIONS

The margin of recycling waste plastics mechanically or chemically
is huge. But each recycling process requires high purity of sort-
ing to avoid contamination. When separating these plastics, cross
contamination might occur if the appropriate sorting process is not
adapted. For example, PVC type plastic material (RIC 3) must not
be contaminated with PET (RIC 1) to recycle. The recycling facil-
ity could be converted into a completely automated system, elim-
inating the current practice of manual sorting process to achieve
highest purity.

The system with a computer dedicated to image processing
may be used to identify the type of plastic from which the waste is
made. The system will use a camera and a computer with computer
vision software to classify plastic garbage. The classifier in form of
a program controls the output in some form like air force through
an air suppled air nozzle to manage the waste to the right contain-
er. The algorithm in the system uses image processing techniques
for image preprocessing. The following schematic (Figure 8) rep-
resents the proposed system.

An extensive sorting from a batch of household waste is pos-
sible with an Al-assisted automated sorting system in a base facil-
ity like Bottle Depot. The following (Table 1) sorting objective
can be met.

CONCLUSIONS

In conclusion, the pictographic evaluation and categorization of
the items from the waste plastic batch produce desirable results.
Combining the advances in ML with IP supported by comput-
er-built algorithms and other devices like cameras, sensors etc. to
derive the desired output will make the sorting process highly ef-
ficient in terms of classifying and sorting items which would help
extensive sorting from a heavily contaminated plastic batch. The
result of high purity product from an upstream sorting process
makes the downstream process more effective making room to re-
cycle more material. Ultimately, the improvement would result in
fewer plastics going to landfills or leaking into the environment.
More recycling of waste plastics leads to a reduction of reliance
on fossil feeds for plastic production, leading to overall lower
GHG emissions. The other benefits can be viewed as:

* The automated computerized sorting system will generate on-
line inventory data which will be very helpful for the logistics
purposes.

* Because of the production of the high purity plastics, instead of
mixed plastics, the base facility can obtain additional premiums to
compensate their capital investment.

* The sorting process can be at much faster rate.

* The hands-free sorting system will avoid any errors to occur.

*The facility can be run 24X7 to obtain and process materials

While the sorting of components like glass material, alumi-
num can, paper bottle, major verities of plastics etc. can be ac-
complished at very high accuracy by IP/ML, the segregation of
plastic of similar types or heavily distorted type may be difficult
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Table 1: Applications of Al assisted technology in Waste Plastic Sorting Process
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Material type Material sub- | Current Sorting | Collection Possibility of Al-
type Method Method Assisted Sorting
Glass Transparent Manual All glass in \/
one bucket
Colored Manual /
Aluminum Can Not applicable Manual All cans in /
one bucket
Paper bottle Not applicable Manual All paper /
bottle in one
bucket
Plastics Milk Bottle (PET) Manual All milk /
(RIC-1) container in
one bucket
Plastics Other PET (RIC-1) Manual /
Plastics PET by color or Not done L /
All plastics in
shape one bucket
Plastics HDPE (RIC-2) by Not done /
color or shape
Plastics PVC (RIC-3), by Not done /
color and shape
Plastics LDPE (RIC-4), by Not done /
color and shape
Plastics PP (RIC-5), by Not done /
color or shape
Plastics PS (RIC-6), by Not done /
color or shape
Plastics All  others, by Not done /

color or shape
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to be predicted by IP/ML. However, there are some ways we
can try to eliminate these subtleties. For example, an embedded
unique identifier in each plastic product that can be recognized by
cameras on the sorting line may be helpful to tackle the dirty or
heavily distorted plastics. The open-sourced dataset that was used
had poor quality images and was extremely hard for the model to
decipher patterns within images. If this system were adopted for
an industry, a much better, robust, and larger dataset would be
needed. With all of these in mind however, the current recycling
process can be greatly boosted with this ML and IP system that
this project proposes. This project only demonstrated a small frac-
tion of the power ML and IP technology can have in the plastic
recycling industry and the various benefits it can bring, and to
bring it to fruition will require a more extensive system which
follows the basic system provided in this project. With all this in
mind, this experiment has proved that the plastic recycling pro-
cess can be greatly benefitted with the introduction of ML and IP
technologies.
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